High-Performance Cluster Computing:
Learning the Applications of Computing Methodologies in STEM Disciplines

Spring 2023: Thomas Joseph, Ainara Garcia, Steven Lam, William Fey

Fall 2022: David Krasowska, Ethan Gindlesperger, Benjamin Schlueter, Charles Durham, Cooper Sanders, Moises Martinez Herrera
Advisor: Dr. Jon C Calhoun - Holcombe Department of Electrical Engineering

Students use Raspberry Pi o
clusters to learn

International supercomputing contest: cultivating next-gen
computational scientists
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e Scientific Research
o Simulate physical phenomena like weather

supercomputing, like e Collaborate with vendor partners to build optimal 3000W clusters t oy ;

Clemson’s Palmetto Cluster e Earn points through HPC benchmarks & real-world workflow 5 E?mj(;tz gzﬁg\l/eij,rzc]:cecahnex:;ncjmpounds
° Stgdgnts can showcase HPC performance drugs, and enable the prediction of efficacy

skills in the Student Cluster e Enhance knowledge of HPC architecture, programming and side effects of drugs

Competition and research techniques & performance measurement o Study DNA sequence in genomic

publications e Gain comprehensive understanding: HPC usage patterns, research
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e Students at SCC 22 work to e Commercial Applications

, o , methodologies & parallel performance
build and optimize their

Lysozyme in Water

| 3 e | | dos e b e Valuable hands-on experience: manage large-scale HPC resources modeled by Gromacs, o Clusters are used to analyze financial data
—— SRt o T o cluster designs to get the pest 2 common workloads a molecular dynamics d - ' d | . find
oerformance i rnUlator and optimize oil and gas exploration to fin
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cheaper and cleaner energy

What is high performance computing (HPC)?

e Computational Science uses advanced computing to understand . ool
and solve complex problems in all scientific fields through “ooe LA
simulations and models I pataslhee 274 Place: Julian Bellavita
e ALL science is moving towards using computational methods RS et ehelrom s ECREES Awards / Accomplishments
e HPC uses powerful computing resources to quickly process large 5 . ] e Best Poster IndySCC
: : : : resentation o
gamoqnts of data for comp.lex S|tuathns, d.ata analygs, and modeling nderaraduate awarde at e st Place ACM SRC @ SC'22 - David Krasowska
IN various fields such as science, engineering and finance 9 . . o |
SC22, including David e Journal submissions - Cooper Sanders and David Krasowska
Krasowska Internships / Graduate School
e Intern (Su22) at Argonne National Laboratory - David Krasowska
e Ph.D. @ Northwestern - David Krasowska
e NSF REU Lehigh University - Ainara Garcia
e FEach student assembled 4 Hardware Used J Y
: : 4x Raspberry Pi 4 4x 32 GB micro SD eam Members: . .
o Pl C.Iusters COﬂ.tth resources 7SR St e Intern (Su23) at Los Alamos National Laboratory - Benjamin Schlueter
similar to that In e Cooper Sanders
supercomputers at a fraction :
Of the cost 64 GB USB 3.1 Flash 4x Type C charge e David Krasowska
Dri bl .
e Building these clusters o o e Ethan Gindlesperger
students we investigate HPC | e Logan Durham e Preparing our SC'23 SCC application
concepts such as strong and ot baten & node Plrack o Moices Martines Herrers e Discussing summer and fall research plans
weak scallng. | e Preparing for graduate school
e By constructing their own e Benjamin Schlueter
clusters, students have the > Port network “ porzgsgypower
freedom to experiment with SC 22 members

software configurations and
applications

e [earning how to install ™~
software on these systems also f
helps students prepare forthe _ 4 7

Through partnerships between industry and academia, the Indy

Student Cluster Competition (IndySCC) gives student teams the CLEMSON
platform to compete in a 48-hour non-stop challenge involving the
U N I V E R S I T Y

completion of scientific workloads and the demonstration of their

. roficiency in HPC to the judges as well as other attendees at the Ainara Garcia: William Fey:
Student Cluster Competition P y Juag ainarag@g.clemson.edu wfey@g.clemson.edu
conference. (210) 243-2139
SoftVL\J/zs) re Uszeéjb4 e o | Thomas Joseph: Steven Lam:
. : Ltmtu) D% (Operating During Fall 2022, Clemson competed with teams from around the world trjosep@g.clemson.edu sllam@g.clemson.edu Dr. Calhouris Group Website:
stem : " : : https://j .people.cl ed
. MyPICH 332 (Communication INn the IndySCC. Throughout the competition, we applied skills anad e et
Library) knowledge from the Cl to run benchmarks, run real-world applications

https://Wwww.studentclustercompetition.us/
https://compbio.berkeley.edu/
http:/www.mdtutorials.com/amx/lysozyme/index.html

e NFS 4.2 (Shared File System) such as NAMD, and to obtain the best performance scores.

Cl member’s setup
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